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ABSTRACT
Passive human speed estimation plays a critical role in acous-
tic sensing. Despite extensive study, existing systems, how-
ever, suffer from various limitations: First, the channel mea-
surement rate proves inadequate to estimate high moving
speeds. Second, previous acoustic speed estimation exploits
Doppler Frequency Shifts (DFS) created by moving targets
and relies on microphone arrays, making them only capable
of sensing the radial speed within a constrained distance.
To overcome these issues, we present ASE, an accurate and
robust Acoustic Speed Estimation system on a single com-
modity microphone. We propose a novel Orthogonal Time-
Delayed Multiplexing (OTDM) scheme for acoustic channel
estimation at a high rate that was previously infeasible, mak-
ing it possible to estimate high speeds. We then model the
sound propagation from a unique perspective of the acoustic
diffusion field, and infer the speed from the acoustic spatial
distribution, a completely different way of thinking about
speed estimation beyond prior DFS-based approaches. We
further develop novel techniques for motion detection and
signal enhancement to deliver a robust and practical sys-
tem. We implement and evaluate ASE through extensive real-
world experiments. Our results show that ASE reliably tracks
walking speed, independently of target location and direc-
tion, with a mean error of 0.13 m/s, a reduction of 2.5x from
DFS, and a detection rate of 97.4% for large coverage, e.g., free
walking in a 4m × 4m room. We believe ASE pushes acoustic
speed estimation beyond the conventional DFS-based para-
digm and inspires exciting research in acoustic sensing.

1 INTRODUCTION
Capturing the portraits of indoor human activities is an en-
during task in thewide sensing community [34, 49, 73, 79, 88].
Frequently, human subjects are in motion, rendering passive
speed estimation one of the most fundamental components
in human sensing. At the heart of understanding the physical
state of moving subjects, speed provides valuable insights
into human behaviors and health. With speed profiles, a
broad range of applications can be accommodated, such as
gait recognition [17, 74, 80], fall detection [27, 37], human
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Figure 1: ASE vs. DFS.Walking speed ®𝑣 can be decomposed
to radial speed 𝑣𝑟 and tangent speed 𝑣𝑡 . DFS can only capture
radial speed 𝑣𝑟 , but fails to capture 𝑣𝑡 . Conversely, ASE can
capture both 𝑣𝑟 and 𝑣𝑡 , a complete estimation of 𝑣 .

activity recognition [23, 45, 90], tracking [14, 41, 49], gesture
control [70], fitness tracking [61, 74, 81], etc.

Particularly, walking speed estimation plays an important
role in wellbeing monitoring. It is increasingly perceived
as the sixth vital sign [20, 42] which is closely associated
with and predictive of one’s health conditions [74]. Slowing
walking speed suggests increased frailty, leading to potential
physical and cognitive decline [52, 53]. Moreover, walking
speed acts as a biomarker for gait recognition [75] and an
effective indicator of risky falls [27]. Enabling these applica-
tions calls for accurate and robust speed estimation, prefer-
ably in a contactless and passive manner.

Passive speed estimation, however, is a long-standing open
challenge. Various approaches have been proposed for in-
door speed estimation using vision systems [7, 10], wireless
signals [71, 74, 86], and acoustic signals [14, 38, 83]. Camera-
based approaches, such as VICON motion capture system
[10], usually provide the most accurate speed but require
complex and expensive hardware setups and are limited
within a functional area. Wireless sensing has recently been
extensively studied, yet mostly relies on specialized radars
[3, 6, 72, 77], or certain WiFi chipsets [5, 8, 25].
Acoustic devices, such as smart speakers [1, 2], are now

widely and interactively available in our everyday lives, often
as plug-and-play devices with co-located microphones and
speakers, making acoustic sensing an increasingly hot topic
in recent years [18, 19, 56, 63, 64, 88]. The widespread usage
of such audio devices hold substantial potential for enabling
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significant applications, provided that accurate and robust
speed estimation can be achieved through acoustic sensing.
Existing acoustic speed estimation mostly relies on the

Doppler Frequency Shifts (DFS) caused by target movements
to derive the speed [37, 84]. These approaches, however, suf-
fer from three major limitations in acoustic speed estimation:
• The low sound speed imposes an innate limit on the maxi-
mum Channel State Information (CSI) rate achievable on
an acoustic channel [88], which unfortunately is insuf-
ficient for estimating high speeds (e.g., typical walking
speed of around 1 m/s).

• Depending on the specific moving direction and location,
Doppler-based approaches can only capture the partial
speed projected in a radial direction that creates reflection
path length changes and thus frequency shifts [49, 69], as
shown in Fig. 1.

• DFS often only utilizes one or a few reflection paths off
the target for sensing, leading to performance degradation
with the increase of distance, e.g., over 1 m [33, 34, 38, 70,
88], and thereby confining them for short-range sensing.
To overcome these limitations, we pose a crucial research

question: Can we achieve robust and location-independent
acoustic speed estimation beyond DFS-based approaches? In
this work, we present ASE, a complete novel pipeline that
achieves practical acoustic speed estimation using only a
single microphone channel. At a high level, it includes 1) a
brand new modulation scheme that breaks the upper limit
of acoustic CSI, 2) a novel theoretical model that can derive
the whole speed rather than solely radial speed, and 3) a set
of innovative techniques that make ASE more robust.

Regarding the first challenge, we propose a novel Orthog-
onal Time Delayed Multiplexing (OTDM) scheme. Detailed
analysis reveals that the CSI rate is inherently limited by the
travel speed of sound and the propagation distance. This lim-
itation restricts acoustic devices from estimating high speeds,
presenting a fundamental challenge in acoustic speed estima-
tion. Inspired by OFDM, we develop a specialized modulation
framework to mix the signals effectively without extra cost.
Technically, we leverage the separation ability of orthogonal
signals to send two signals concurrently, while delaying one
sequence for half of the frame time. Through this approach,
we can effectively atomize the original frame to its half and
boost 2x of the CSI rate.
To surpass Doppler-based speed estimation, we build a

comprehensive model that can capture the entire speed. Our
model builds upon the acoustic diffusion model, as illustrated
in Fig. 3. Specifically, we investigate the fundamental prop-
erties of sound diffusion indoors and introduce a concise
approach for speed estimation. We draw aspiration from pre-
vious physical studies of room acoustics [31], which model
the diffusive sound propagation. Conceptually, ASE employs
the distinct spatial distribution of sound pressure field. The

analysis of spatial-temporal properties of the sound field
shows that the correlation of the sound energy embodies the
speed of a moving target. Although Autocorrelation Func-
tion (ACF) has been employed for extracting periodic vital
signs [24, 66], building the bridge between ACF of sound
and speed is new and non-trivial. In ASE, we establish the
relationship in the context of the acoustic diffusion field and
model the ACF of acoustic CSI as a function of the moving
speed. Different from DFS, the proposed model statistically
leverages all the reflection signals, and integrates over all
possible directions, thus making speed estimation less de-
pendent on the moving location and direction and building
a novel foundation for speed estimation with commodity
acoustic devices.

We also incorporate several effective designs to transform
ASE into a practical system. We employ pseudo-noise code
in ASE with nice orthogonality and tolerance to interference,
for CSI estimation from inaudible sound signals. By careful
modulation and filtering, the sensing signals are made hardly
audible compared to previous designs like the widely used
chirps [64], which are considerably intrusive to human ears
in practice. Moreover, we identify robust motion indicators
and devise an effective approach that embraces frequency
diversity to significantly boost the weak signals for speed
estimation, which largely extends the sensing coverage and
improves the speed estimation accuracy.

We prototype ASE on commodity audio devices. We con-
duct comprehensive experiments to evaluate ASE for diverse
walking behaviors in real-world indoor scenarios. The results
show that ASE achieves a mean speed accuracy of 0.13 m/s
with a 90%-tile error of < 0.2 m/s and an overall detection
rate of 97.4% in a 4m × 4m room, significantly outperforming
prior DFS-based approach, which yields a 2.5× higher mean
error under the same conditions. We further conduct case
studies on human activity recognition, fall detection, and
gait analysis as potential applications by profiling the speeds
of different human activities. The superior performance vali-
dates ASE and its underlying model as a new paradigm of
acoustic speed estimation for many applications.
Contributions:We believe ASE lays a completely new foun-
dation for acoustic speed estimation and offers new insights
into the field by making the following core contributions:
• WedevelopOTDM, the first-of-its-kindmodulation scheme
that allows acoustic CSI estimation at a high rate exceeding
the previous maximum possible rate.

• To the best of our knowledge, we are the first to employ the
sound diffusion model for speed estimation and integrate
it with the acoustic channel. The model fundamentally
differs from DFS-based approaches.

• We design and implement ASE system using a single com-
modity microphone. We incorporate a pipeline of distinct
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Figure 2: OTDM Scheme. (a) Given 𝑠1 (𝑡), the channel is estimated by frame. (b) Given orthogonal sequences 𝑠1 (𝑡) and 𝑠2 (𝑡),
we can get two channel estimations at the same time. (c) Orthogonal sequences 𝑠1 (𝑡) and 𝑠2 (𝑡), with 𝑠2 (𝑡) delayed by Δ𝑑 , are
modulated into one sequence 𝑠 (𝑡). 𝐻1 (𝑡) and 𝐻2 (𝑡) estimated from the two sequences are concatenated into 𝐻 (𝑡) alternately.

techniques and conduct experiments to validate its supe-
rior performance to prior approaches.

2 OTDM DESIGN
We first discuss the contradiction between high speed esti-
mation and acoustic CSI rate. After that, we will present our
novel solution of Orthogonal Time Delayed Multiplexing
(OTDM) scheme to boost the CSI rate.

2.1 High Speed & Low CSI Rate Dilemma
Initially, wewill discuss a universal problem of acoustic speed
estimation. To profile speed information, a common prac-
tice is to estimate Channel State Information (CSI), which
characterizes how sound propagates in a Tx/Rx system. The
CSI rate 𝐹𝑠 refers to how many CSIs we can acquire per sec-
ond in the system. However, the inadequacy of acoustic CSI
rate imposes a fundamental challenge for speed estimation.
Conceptually, the lower CSI sampling rates we acquire, the
smaller the maximum frequency shift can be observed. Given
a CSI rate of 𝐹𝑠 , the maximum frequency shift detectable on
the Doppler spectrum is 𝐹𝑠/2. Assuming a carrier frequency
of 𝑓 , the maximum measurable speed is

𝑣max =
𝐹𝑠

2 · 𝑓 · 𝑐, (1)

which is only 0.4 m/s considering 𝑓 = 20 kHz and 𝐹𝑠 = 49
Hz. When factoring in noise, this obviously falls short of
measuring typical indoor walking speeds.

Then another question arises: can we increase the acous-
tic CSI rate? Unfortunately, slow sound speed imposes an
inherent limitation on the maximum achievable CSI rate on
an acoustic channel. Assuming the sampling rate of acoustic

signal is 𝑓𝑠 (note that 𝑓𝑠 is very different from the CSI rate
𝐹𝑠 ), plus 𝑥-m propagation path, then the CSI rate is given by

𝐹𝑠 =
𝑓𝑠

𝑥/𝑐 · 𝑓𝑠
=

𝑐

𝑥
. (2)

As we can see, if we want to increase the CSI rate, the only
way is to limit the sensing distance. For example, considering
the in-air sound speed of 343 m/s and the longest propaga-
tion path of 7 meters, the minimum channel measurement
interval should be larger than 20 ms, resulting in a CSI rate of
50 Hz. However, even if we narrow this range to 3.5 meters,
the maximum possible CSI rate without causing signal mix-
ture only increases to 100 Hz, still insufficient for estimating
human walk speed around 1 m/s.

This observation reminds us that current CSI rate cannot
support high speed estimation for daily activities (e.g., walk-
ing), and it is infeasible to increase CSI rate given the sensing
distance for current channel design. To tackle this problem,
we present a novel OTDM design in the next section.

2.2 OTDM Transmission Scheme
Based on the above discussion, we find a challenging con-
tradiction for acoustic speed estimation: Given the current
channel design, it is impracticable to enhance the CSI rate,
while not reducing the sensing range or causing signal mix-
ture. The underlying core of this dilemma is we have not fully
utilized the channel capacity. If we can estimate the channel
simultaneously while having some temporal delay, can we
split the channel in more atomized frame clips, hereby in-
creasing the CSI rate? Motivated by this idea, we are inspired
to design a novel modulation scheme that leverages the sep-
arability of orthogonal signals. The key idea is, by using
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orthogonal signals, we can transmit multiple sensing signals
concurrently over the same physical channel (i.e., speaker-
microphone pair) and perform channel estimation separately,
which brings more samples of the channel measurements.
If we further shift the multiple orthogonal signals by a cer-
tain amount of time, we effectively obtain finer-grained CSI
measurements in the time domain, i.e., a higher CSI rate.
We name it Orthogonal Time-Delayed Multiplexing (OTDM)
transmission. By OTDM, the duration and interval of each
separate sensing signal will not be shortened.
Suppose we have two sequences 𝑠1 (𝑡) and 𝑠2 (𝑡) with de-

cent orthogonality over time. Then we can transmit them
concurrently, while still being able to separate them on the
receiver side by using correlation. Previous orthogonal trans-
mission schemes typically transmit synchronized signals.
Differently, as shown in Fig. 2, to enhance the CSI rate, we
need to delay one sequence by Δ𝑑 = 𝑁𝑠/2, where 𝑁𝑠 is the
default sensing interval as described in §4.1. Then we can
acquire two sets of channel estimation:𝐻1 ∈ R𝑛 and𝐻2 ∈ R𝑛 .
Then the two CSI measurements, estimated from the two
orthogonal sequences respectively, characterize the physical
channel independently, yet at a slightly shifted time. There-
fore, by stacking the two series of CSI measurements, i.e.,
[𝐻1 (1), 𝐻2 (1), · · · , 𝐻1 (𝑛), 𝐻2 (𝑛)], we can double the CSI rate
from 1/𝑁𝑠 to 2/𝑁𝑠 without shortening the sequence length
(i.e., signal duration). Our extensive experiment will show
the effectiveness of OTDM design. We will detail the design
for the most common case (i.e., one speaker) in §4.2, while
our scheme can generalize to more.

3 ACOUSTIC DIFFUSION SPEED MODEL
Conventional approaches for speed estimation relying on
DFS can only measure the radical speed, making it a location-
and direction-dependent solution, as shown in Fig. 1. In this
section, we will introduce a novel theoretical model for cap-
turing the complete speed. Our model is primarily inspired
by room acoustics [31]. In below, we first briefly review statis-
tical room acoustics and then establish the model that works
with channel measurements on commodity audio devices.

3.1 Limitations of DFS
Existing DFS-based acoustic speed estimation implicitly or
explicitly relies on a simplistic propagation model. These
methods typically involve identifying the primary reflection
path between the human body and audio devices and de-
ducing the DFS from the corresponding bins. Consequently,
these techniques yield only partial information regarding
speed estimation [44, 86], specifically the radial speed 𝑣𝑟 be-
tween the human and acoustic device pair, neglecting the
tangent component 𝑣𝑡 , as illustrated in Fig. 1. Essentially, if
we only consider one or a few reflection paths, the tangent
component will be inevitably lost. Fortunately, we notice

that the acoustic signals will be scattered by the numerous
reflectors to different directions in the environment, as can
be seen from Fig. 3(b) and Fig. 4. If we can efficiently lever-
age the multi-path reflections, it equivalently creates various
estimations of speed along different directions. Conceptually,
the reflectors can be regarded as many "virtual speakers",
offering numerous speed observations of different tangent
components. From a statistical perspective, we can imagine
these speed components are synthesized into a complete es-
timation of speed 𝑣 , which contains both racial speed 𝑣𝑟 and
tangent speed 𝑣𝑡 . To this end, we explore the propagation
properties of sound and derive the speed information from a
statistical approach. We will first introduce acoustic diffusion
model in §3.2 and generalize it to CSI in §3.3.

3.2 Sound Diffusion Field
Given a bounded sound propagation scenario (e.g., indoor
space) , the sound energy is partly reflected/scattered by the
obstacles, as shown in Fig. 3. Considering a moving target
in space that continuously distorts the sound propagation, a
diffuse sound field will be created due to the continuous redis-
tribution of sound energy, especially in an environment with
rich diffuseness such as a room. Thus according to the acous-
tic wave equation [47], we can express the sound pressure as
p = 𝑝 (𝑥, 𝑡) = 𝐴𝑒 𝑗 (𝜔𝑡−

®𝑘 ·®𝑟 ) , where𝐴 denotes the amplitude, 𝜔
is the frequency of the wave, ®𝑘 indicates the propagation vec-
tor, and 𝑐 is the propagation speed of sound. 𝑟 is the position
vector, i.e., ®𝑟 = 𝑥®𝑖 +𝑦 ®𝑗 + 𝑧®𝑘 . Assume the space is excited by a
limited-band signal, and consider two adjacent observation
points 𝑎 and 𝑏 separated by a distance of 𝑥 , as shown in Fig.
3. The sound pressure is expressed as 𝑝𝑎 (𝑡) = 𝐴 cos(𝜔𝑡 − 𝜙)
and 𝑝𝑏 (𝑡) = 𝐴 cos (𝜔𝑡 − 𝜙 − 𝑘𝑥 cos(𝜃 )), respectively, where
𝜃 denotes the direction of the incident sound wave, 𝐴 and 𝜙
are random amplitudes and angles, and 𝑘 and 𝜔 represent
the wave number and center frequency of the sound signals.
The correlation coefficient of the sound energy over space
provides insight into the degree of diffuseness. Specifically,
the spatial correlation over 𝑝𝑎 (𝑡) and 𝑝𝑏 (𝑡) is expressed as

𝜓𝑝 =
𝑝𝑎 (𝑡)𝑝𝑏 (𝑡)√︃
𝑝𝑎 (𝑡)2 · 𝑝𝑏 (𝑡)2

, (3)

where 𝜓𝑝 represents the correlation coefficient, and · de-
notes operation of time average. Since sound is a plane wave,
we can derive the time average of 𝑝𝑎 (𝑡)2 and 𝑝𝑏 (𝑡)2 both as
𝐴2

2 , and meanwhile, the average of the product of sound pres-
sure is computed as 𝑝𝑎 (𝑡)𝑝𝑏 (𝑡) = 1

Δ𝑡

∫ 𝑡+Δ𝑡
𝑡

𝑝𝑎 (𝑡)𝑝𝑏 (𝑡)𝑑𝑡 =

𝐴2

2 cos(𝑘𝑥 cos𝜃 ). Therefore, by substituting them into Eq. (3),
we derive the correlation for the direction of incidence 𝜃 as

𝜓𝑝 (𝑥, 𝜃 ) = cos (𝑘𝑥 cos𝜃 ) . (4)
4
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Figure 3: Sound Diffusion Model. (a) The sound wave
traverses while an object is moving 𝑎 → 𝑏. (b) The sound
wave is diffusive in all directions by irregular reflectors.

Then by integrating Eq. (4) over all directions, we can obtain
the spatial correlation of the total sound pressure. If we
consider the the incident sound waves are distributed in a
plane, namely 2D model, we can get

𝜓𝑝 (𝑥) =
1
2𝜋

∫ 2𝜋

0
𝜓 (𝑥, 𝜃 ) 𝑑𝜃 = 𝐽0 (𝑘𝑥), (5)

where 𝐽0 (𝑥) = 1
2𝜋

∫ 2𝜋
0 cos(𝑥 cos𝜃 )𝑑𝜃 is the 0th-order Bessel

function of its first kind. If we consider 3D scattering model,
i.e., the sound waves are distributed in a sphere, we can
acquire the correlation coefficient as,

𝜓𝑝 (𝑥) =
1
4𝜋

∫ 𝜋

0

∫ 2𝜋

0
𝜓 (𝑥, 𝜃 ) 𝑑𝜙𝑑𝜃 =

sin(𝑘𝑥)
𝑘𝑥

, (6)

where 𝜙 is the azimuth angle, varying from 0 to 2𝜋 . Further
considering a target moving from point 𝑎 to 𝑏 at a speed of
𝑣 , we have 𝑥 = 𝑣𝜏 , where 𝜏 is the traveling time. Thus, the
above equation can be written as

𝜓𝑝 (𝑣 ;𝜏) =
sin(𝑘𝑣𝜏)
𝑘𝑣𝜏

. (7)

It bridges the spatial correlation of the sound pressure 𝜓𝑝

with a target’s moving speed 𝑣 , independent of the moving
direction and location. Note that in both scenarios, we aver-
age diffuseness across all directions, which differs from DFS
that only takes the radial speed into consideration, promis-
ing a potential approach for speed estimation beyond the
Doppler-based approach. To achieve ASE, however, we need
to investigate how to obtain𝜓𝑝 on commodity audio devices.

3.3 Acoustic Speed Estimation
In this section, we investigate CSI measured on commodity
audio devices and extend Eq. (7) to the ACF of acoustic CSI.
Channel Power: Indoor space proves to be an environment
with rich diffuseness [31], where the above acoustic diffusion
model applies. However, it is infeasible to directly measure
the sound pressure without professional equipments. It is
crucial to efficiently estimate sound pressure on common
devices. In ASE, we approximate the sound pressure as the
power of the sound diffusion field. Sound pressure can be
considered as the equivalent of the power of CSI [32]. CSI
is the linear aggregation of multi-path components, which

Specular Reflection

Diffusive Scattering

𝑣

Static Scatterers

Dynamic Scatterers

Static Scatterers
Static Scatterers

(a) (b)

Figure 4: Diffusive Scattering in the room. (a) Illustration
of diffusion scattering and specular reflections. The acoustic
waves not only experiences specular reflections, but also
diffusive scatterings on any non-flat planes. (b) A simulation
result of how acoustic wave is reflected and scattered in
a common room. The black point emits the acoustic rays
with frequency range 17k-20kHz. By employing the rich
multi-path semantics, these scatterers are creating "virtual
speakers", thus creating different views of speed estimation.

can then be decomposed into two parts, i.e., the static part
Λ𝑆 attributed to static scatterers and the dynamic part Λ𝐷

contributed by dynamic scatterers, typically from human
subjects, as shown in Fig. 4. To sum up, we can model the
relationship between channel power and sound pressure as

𝐺 (𝑓 , 𝑡) = |𝐻 (𝑓 , 𝑡) |2 + 𝜖 (𝑓 , 𝑡) ≈ |𝑝 (𝑓 , 𝑡) |2 + 𝑛(𝑓 , 𝑡)

=

�����∑︁
𝑖∈Λ𝐷

𝑝𝑖 (𝑓 , 𝑡) +
∑︁
𝑖∈Λ𝑆

𝑝𝑖 (𝑓 , 𝑡)
�����2 + 𝑛(𝑓 , 𝑡), (8)

where𝐻 (𝑓 , 𝑡) represents CSI at time 𝑡 and subcarrier 𝑓 . Prac-
tically, the static components are cancelled by removing
the time average from 𝐻 (𝑓 , 𝑡). 𝜖 (𝑡, 𝑓 ) and 𝑛(𝑡, 𝑓 ) are noise
terms, with a variance of Σ𝑁 (𝑓 ). 𝑝 (𝑓 , 𝑡) is the sound pres-
sure, which is further decomposed as the dynamic and static
components. 𝑝𝑖 (𝑓 , 𝑡) is the sound pressure contributed by
the 𝑖th scatterer, which can also be deemed as mutually inde-
pendent of 𝑝 𝑗 (𝑓 , 𝑡), ∀𝑖 ≠ 𝑗 , in sound diffusion field. Next, we
model the spatial properties of 𝐺 (𝑓 , 𝑡) for speed estimation.
Speed Estimation Model: To learn the spatial distribution
of channel power𝐺 (𝑓 , 𝑡), we compute the ACF function, i.e.,

𝜓𝐺 (𝑓 , 𝑡, 𝜏) =
E
[
𝐺 (𝑓 , 𝑡)𝐺𝐻 (𝑓 , 𝑡 + 𝜏)

]
E
[
𝐺 (𝑓 , 𝑡)𝐺𝐻 (𝑓 , 𝑡)

] ≜
R1
R2

. (9)

Given that 𝑝𝑖 (𝑓 , 𝑡) for any 𝑖 ∈ Λ𝐷 and 𝑝 𝑗 (𝑓 , 𝑡) for any 𝑗 ∈ Λ𝑆

are mutually independent, and considering that sound pres-
sures induced by static scatterers are statistically charac-
terized by a zero mean, i.e., E[𝑝 𝑗 (𝑓 , 𝑡)] = 0,∀𝑗 ∈ Λ𝑆 , it
follows that any term involving a static component from
Λ𝑆 in a product will be canceled in expectation. Specifically,
∀𝑖 ∈ Λ𝐷 and ∀𝑗 ∈ Λ𝑆 , we have E[𝑝𝑖 (𝑓 , 𝑡)𝑝 𝑗 (𝑓 , 𝑡)] = 0. Let
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𝑷𝑫 (𝑡) =
∑

𝑖∈Λ𝐷
𝑝𝑖 (𝑓 , 𝑡), we have

R1 ≈ E
[
𝑷𝑫 (𝑡)𝑷𝐻

𝑫 (𝑡 + 𝜏)
]
+ E

[
𝑵 (𝑡)𝑵𝐻 (𝑡 + 𝜏)

]
= 𝚯

𝑯
𝑫 · 𝚿𝑫 + Σ𝑁 (𝑓 ) · In,

(10)

where𝑵 (𝑡) =
[
𝑛(𝑓1, 𝑡), 𝑛(𝑓2, 𝑡), · · · , 𝑛(𝑓𝑁𝑓

, 𝑡)
]
,𝑁𝑓 is the num-

ber of subcarriers. In ∈ R𝑁𝜏 is identity matrix, 𝑁𝜏 is the num-
ber of time lag for ACF. 𝚿𝑫 ∈ R𝑁𝜏×𝑁𝐷 is the ACF matrix of
sound pressure incurred by dynamic scatterers, where 𝑁𝐷 is
the number of dynamic scatterers, i.e., 𝚿𝑫 = 𝚿𝑫 (𝝉 ; 𝒗),𝝉 ∈
R𝑁𝜏 , 𝒗 ∈ R𝑁𝐷 . 𝚯𝑯

𝑫 ∈ R𝑁𝐷×𝑁𝑓 is the frequency gain to nor-
malize ACF matrix 𝚿𝑫 . Similarly, we can compute R2 as

R2 = 𝚯
𝑯
𝑫 · IND + Σ𝑁 (𝑓 ). (11)

𝜓𝐺 (𝑓 , 𝑡, 𝜏) is irrelevant with 𝑡 and can be seen as linear
combination of 𝚿𝑫 . At 𝜏 𝑗 , 𝚿𝑫 is composed of𝜓𝑝 ∈ R𝑁𝐷 , i.e.,

𝚿𝑫 |𝜏=𝜏 𝑗 = 𝚿𝑫 (𝜏 = 𝜏 𝑗 ; 𝒗)
= 𝜓𝑝 (𝑣𝑖 ;𝜏 𝑗 ), 𝑖 = 1, · · · , 𝑁𝐷 .

(12)

Considering a single moving target, we can assume that
all the dynamic scatterers contributed by the target share
approximately the same speed 𝑣𝑖 as the walking speed 𝑣 . The
assumption holds in practice as for human targets, the major
reflection energy from the torso dominates that from limbs.
Notably, prior DFS-based work implicitly adopted similar
assumptions, e.g., hand gesture works usually neglect body
motions [35, 85, 88]. To this end, we get 𝚿𝑫 |𝜏=𝜏 𝑗 = 𝜓𝑝 (𝑣 ;𝜏 𝑗 ).
With this, we can compute Eq. (9) as

𝜓𝐺 (𝑓 , 𝜏) = ̂

𝚯
𝑯
𝑫 · 𝚿𝑫 |𝜏 =

̂

𝚯
𝑯
𝑫 ·𝜓𝑝 (𝑣 ;𝜏), (13)

where ̂𝚯𝑯
𝑫 is the broadcast aggregation of 𝚯𝑯

𝑫 and Σ𝑁 (𝑓 ).
With the above Eq. (13), we bridge the ACF of the CSI and

that of sound pressure as a function of speed, for the first
time, offering a completely different approach to acoustic
speed estimation by calculating the ACF of the CSI measured
on commodity audio devices. Practically, with the CSI time
series as input, we can use the sample ACF ˜𝜓𝐺 (𝑓 , 𝜏), where
a noise term 𝜇 (𝑓 , 𝜏) will be added to𝜓𝐺 (𝑓 , 𝜏).
Fig. 5 shows the ACF of CSI under different speeds. As

can be seen, the shape of𝜓𝐺 (𝑓 , 𝜏) well resembles𝜓𝑝 (𝑣 ;𝜏) as
expected. Thus, to derive the speed 𝑣 , we can find a refer-
ence point to align the calculated ˜𝜓𝐺 (𝑓 , 𝜏) to the theoretical
𝜓𝑝 (𝑣, 𝜏). In our work, we use the first peak of 𝜓𝐺 (𝑓 , 𝜏), yet
the first valley or their combination will also work. Let 𝑥0
denote the reference point on 𝜓𝑝 (𝑣, 𝜏), then the speed can
be acquired to solve the optimization problem:

min
𝑣

����𝑥0 − 𝜆(𝑓 )
2𝜋 𝑣𝜏𝑠

���� ,
s.t. 𝑥0 = min

𝑥

{
𝑥 :

𝑑𝜓𝑝 (𝑥)
𝑑𝑥

= 0 ∧
𝑑2𝜓𝑝 (𝑥)
𝑑𝑥2

< 0
}
,

(14)

Figure 5: ACF curves for two different speeds and the
theoretical function for 𝑣0 = 1𝑚/𝑠.

where 𝜆(𝑓 ) represents the wavelength of sound related to
its subcarrier frequency 𝑓 and 𝜏𝑠 is the counterpart of 𝑥0 on
𝜓𝐺 (𝑓 , 𝜏), i.e., the delay corresponding to the first peak. This
is independent from either 2D or 3D model we choose and
allows an efficient approach for speed estimation, as we only
need to calculate the ACF of the CSI and localize 𝜏𝑠 .
Remarks: ASE is the first to employ the sound diffusion
model for speed estimation and comprehensively integrate it
with the acoustic channel. The proposed model fundamen-
tally advances acoustic speed estimation by exploring sound
pressure theory and leveraging all multipath reflections. As
shown in Fig. 1, Eq. (5) and (6), we leverage all the multipath
components and integrate over all directions. This approach
diverges completely from traditional DFS methods, marking
a new foundation for acoustic speed estimation.

4 ASE DESIGN
This section presents a pipeline of novel techniques that
translate our theoretical model into a practical system for
robust and accurate speed estimation.

4.1 Baseband Sequence Selection
Transmitted Sequence: CSI is by default not available in
acoustic sensing, and we send certain signals to probe the
channel. Normally, there are three main types of waveform
in acoustic sensing [13]: pure-tone, Pseudo-Noise (PN) code,
and FMCW.While FMCW signals are widely used in acoustic
sensing [16, 34], they are not standard impulse signals and
thus introduce CIR estimation errors. As for the sole impulse
signal, the energy of the short-time signal would fade out
quickly. Therefore, we seek the PN sequence for CIR estima-
tion in ASE. PN sequence consists of equally-spaced Dirac
impulses, signs of which alternate with specific rules. It is
a noise-like signal with statistical randomness. We choose
Kasami sequence [30] as our sensing waveform, mainly due
to its superior orthogonality and tolerance to interference.
Particularly, the mutual orthogonality of Kasami sequences
is critical to our OTDM design, as detailed in §2.
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Figure 6: Transmitter and Receiver Design of ASE. Tx:
Band modulation (§4.1) and I/Q modulation (§4.2); Rx: Re-
ceiver Demodulation (§4.2) and Channel Estimation (§4.1)

Modulation to Inaudible Band: ASE uses only the inaudi-
ble sounds for sensing and modulates the sensing signals on
the acoustic band of 17 kHz to 24 kHz, the pseudo-ultrasonic
band supported by most commodity devices today. Since the
PN code including Kasami has a spreading spectrum over
the whole band, we should modulate the Kasami sequence
to our desired band. The modulation process is shown in
Figure 6. The conversion of the full-band signal into a band
signal is achieved by either temporal [85] or spectral [58]
interpolation. In ASE, we use the frequency domain inter-
polation. We perform 𝑁 -point FFT to obtain the frequency
domain information, where 𝑁 is the original length of the
sequence. Zero Padding is performed between positive and
negative frequency, creating a new sequence of length 𝑁𝑠 .
Then we perform IFFT to obtain the temporal signal. The
band of the interpolated signal is thus transformed to 𝑁

𝑁𝑠
𝑓𝑠 .

For a single-sequence signal, we can multiply it with the
carrier signal to move the frequency band towards central
frequency 𝑓𝑐 . In ASE, we choose 𝑓𝑐 = 20.25kHz. We use 63-
point Kasami sequences and modulate them to 𝑁𝑠 = 512,
achieving a bandwidth of 5.9kHz. The transmission signal is
coded via PCM and decoded at the receiver’s end.

4.2 Transmission Scheme
In this part, we will elaborate our transmission scheme de-
sign. We will then describe the channel estimation principles.
Single-Speaker OTDM:We stack two orthogonal signals
as a complex signal and pass it into the I/Q modulator for
transmission. Specifically, we can treat the orthogonal se-
quences 𝑠1 (𝑡) and 𝑠2 (𝑡) as the real and imaginary part of
a complex signal, i.e., 𝑠 (𝑡) = 𝑠1 (𝑡) + 𝑗𝑠2 (𝑡). To delay 𝑠2 (𝑡),
we shift the sequence by padding zeros to the front of 𝑠2 (𝑡).
Practically, however, a speaker can only transmit a single
sequence of real signals. To transmit the resultant complex
signal over a speaker, we pass it through an I/Q modula-
tor to convert it into a real one. As illustrated in Fig. 6, we
additionally multiply 𝑠1 (𝑡) and 𝑠2 (𝑡) with a carrier signal
of orthogonal phase and obtain the modulated real signal:
𝑠 (𝑡) = 𝑠1 (𝑡) cos(2𝜋 𝑓𝑐𝑡) − 𝑠2 (𝑡) sin(2𝜋 𝑓𝑐𝑡). With such modu-
lation, the two components remain orthogonal to each other,

(a) (b)

Human Walking

Still Still
Threshold

Figure 7: Illustration of Motion Detection. (a) ACF w/
and w/o movement. ACF without motion has considerably
lower ZC counts. (b) Extracted ZCC feature to detect motion.

while the modulated signal can be transmitted through a sin-
gle speaker. At Rx, the received signal is first demodulated
by the carrier signal with a low-pass filter (LPF). We can then
separate the overlapped signal and estimate the CSI for each
sequence at the receiver’s side, as shown in Fig. 6. By doing
so, we can obtain two separated signals 𝑟1 (𝑡) and 𝑟2 (𝑡). Then
channel estimation will be performed as follows.
Channel Estimation: To capture the channel properties, we
generate the Kasami sequence 𝑠 (𝑡) of length 𝑁𝑠 as the probe
signal and transmit it over a speaker. The signal interacts
with the environment before arriving at the microphone,
where it undergoes scatters in the sound diffusion field. At
the receivers end, we acquire 𝑟 (𝑡) and separate them into
𝑟1 (𝑡) and 𝑟2 (𝑡), respectively. The CIR ℎ(𝑡) is then estimated
as the correlation between them, i.e., ℎ𝑖 (𝑡) = 𝑟𝑖 (𝑡) ∗ 𝑠 (𝑡), 𝑖 ∈
{1, 2}. Then CSI 𝐻𝑖 (𝑓 , 𝑡) is obtained by transforming ℎ𝑖 (𝑡)
into the frequency domain via FFT. 𝐻1 (𝑓 , 𝑡) and 𝐻2 (𝑓 , 𝑡)
will be then merged using the OTDM scheme to acquire the
boosted channel estimation 𝐻 (𝑓 , 𝑡), as illustrated in §2.

4.3 Speed Estimation
Now we present how to estimate speed from the CSI time
series, given the model described in §3. We devise a robust
motion indicator to detect movements. We perform speed
estimation when motion is detected. We further enhance
frequency diversity to achieve robust speed estimation.
Motion Indicator: A robust motion indicator can help en-
sure only valid measurements are used for speed estimation,
reducing the system overhead while improving estimation
accuracy. Therefore, we propose a novel motion indicator
called Zero Crossing Count (ZCC) in ASE. As described in
Sec. 3, ACF of channel power 𝜓𝐺 (𝑓 , 𝜏) is the function of
moving speed 𝑣 . When there is no motion, the ACF curve
would be overall flat, resulting in no obvious peaks or zero
crossings. In contrast, in the case of motion, the ACF will
exhibit peaks and valleys, resulting in significantly more
zero crossings, as shown in Fig. 7. To identify motion, we
can perform Zero Crossing (ZC) analysis on the ACF and
count dominant ZCs. Fig. 7 shows an example of the ACF
and ZCC values, indicating a clear difference between motive
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Figure 8: Peak prominence weighting examples. Top:
Violin plots of the distribution of the delays of the first peak.
Middle: Original weight distribution, where the circle size
indicates the weights. The red dashed line represents the
fitted 𝜎 (𝜏) Bottom: Adjusted prominence weights.

and still states. Hence, we can find a threshold to reliably
detect motion from the ZCC values.
Weighted Subcarrier Combining: Proposed model ac-
counts for all multipath components for speed estimation.
Recall Eq. (13), however, the theoretical model estimates
speed from one single subcarrier. Given multiple subcarri-
ers available, we can further embrace frequency diversity to
boost speed estimation. Instead of performing speed estima-
tion on each subcarrier and fusing the estimates, we propose
to properly combine𝜓𝐺 (𝑓 , 𝑡) calculated on each subcarrier
to enhance the SNR of the speed signal. Formally, we aim to
obtain the boosted ACF as𝜓𝐺 (𝜏) =

∑
𝑤 (𝑓 )𝜓𝐺 (𝑓 , 𝜏), where

max
𝑤

𝜓𝐺 (𝜏𝑠 ) =
∑︁
𝑖

𝑤 (𝑓𝑖 )𝜓𝐺 (𝑓𝑖 , 𝜏𝑠𝑖 ),

s.t.
∑︁
𝑖

𝑤 (𝑓 ) = 1,𝑤 (𝑓 ) ≥ 0,∀𝑓 ∈ F,
(15)

where F denotes the subcarrier set. 𝜏𝑠 is the first peak of
𝜓𝐺 (𝜏𝑠 ). The key is to find optimal weights𝑤 (𝑓 ) for effective
combining. The desired goal is to obtain prominent peaks in
the ACF for accurate and robust speed estimation. Therefore,
we propose a novel weighting method based on the original
peak prominence. The idea is that larger weights should be
given to the ACF that features more prominent first peaks.
Denote 𝜅 (𝑡) as the prominence of the detected first peak in
𝜓 (𝑓 , 𝜏). Intuitively, we can simply set𝑤 (𝑓 ) = 𝜅 (𝑡) and com-
bine all subcarriers. However, as shown in Fig. 8, we observe
that some ACF may have prominent peaks largely deviated
from the centered delay of the majority of peaks. This would
enlarge the noise and lower the combined first peak. To this
end, we design a compensatory weight decaying algorithm.
Specifically, we calculate the mean and median lags of all the
identified peaks, and their lower or upper quartiles. We keep
the prominence for peaks whose delays between the mean

Microphone

Speaker

Front View Global View

OptiTrack

Markers

Microphone & 
Speaker

Figure 9: Experiment Setting

andmedian untouched, reduce the weights for those between
the mean/median and the quartiles, and discard those falling
outside the quartiles. Therefore, we use a sigmoid function
as the decaying curve: 𝜎 (𝜏) = 1/(1+ exp(−𝑎(𝜏 −𝑏))), where
𝜏 is the peak value and 𝑎 and 𝑏 are two parameters that can
be fitted. The adjusted prominence values are used as the
weights for calculation in Eq. (15).
Frequency Alignment: The weighted combining will en-
hance the speed signals and reduce the noise, only if the
signals are synchronized. However, significant subcarrier
frequency variations misalign the ACFs across subcarriers,
particularly the first peak, for the same speed. Take two
subcarriers on 20 kHz and 24 kHz as an example. Consid-
ering a speed 𝑣 = 0.5𝑚/𝑠 , the peaks will appear at a delay
𝜏 = 𝑥0𝜆(𝑓 )/2𝜋𝑣 . The wavelength 𝜆(𝑓 ) depends on the car-
rier frequency, and will be 1.715 cm for 20 kHz and 1.429
cm for 24 kHz, leading to two considerably different de-
lays for the first peaks in the respective ACFs. Therefore,
we need to eliminate the subcarrier frequency differences
and align all the ACFs. We scale the ACF in the lag domain
and align them with respect to the first peaks. Particularly,
we choose a virtual frequency as a reference, denoted as
𝑓𝑟𝑒 𝑓 , and scale the ACF on all subcarriers to the same 𝑓𝑟𝑒 𝑓 ,
i.e.,𝜓 (𝑓 , 𝜏) → 𝜓 (𝑓𝑟𝑒 𝑓 , 𝜏 ′). Recall Eq. (14), we obtain the the
aligned first peak as, 𝜏 ′𝑠 = 𝑓 /𝑓𝑟𝑒 𝑓 · 𝜏𝑠 . Then the weighted
combining can be done on the aligned ACF.

5 IMPLEMENTATION
Hardware:We implement ASE with programmable smart
speaker prototype, i.e., a microphone [9], and speaker[4].
Notably, we only use one microphone channel in our
experiments. The microphone and the speaker are co-located.
Software:We implement the algorithms of ASE in Python
and Matlab. Specifically, we develop a sound playing and
recording program with Python and implement the pipeline
of processing algorithms with Matlab. We apply 1-s window
to compute ACFwith a step of 0.1s.We performmotion detec-
tion, based ZCC, to determine whether a user is moving and
perform speed estimation when motion is detected. Before
weighted subcarrier combining, we also perform outlier de-
tection to sift out some abnormal ACFs, which occasionally
appears as either a near-linear trend or a zig-zag spikes.
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Figure 10: Mean Speed Error of DW
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Figure 11: Mean Speed Error of CW
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Figure 12: Mean Speed Error of RW
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Figure 15: Walk Means
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Figure 16: NLOS Case

6 EXPERIMENTS
As shown in Fig. 9, we mainly conduct our experiment in a
4 × 4m room equipped with the OptiTrack [7], which serves
as the ground truth. We derive speed from the solved whole-
body skeleton coordinates from OptiTrack. We have gained
IRB approval by our university for data collection. In total,
we have collected over 700minutes of moving data traces.We
evaluate the performance of ASE under various settings. We
use mean speed error and detection rate (i.e., how often ASE
can reliably detect a speed) as the main evaluation metrics.

6.1 Overall Performance
Our evaluation ofASE considers the coverage and orientation
of the audio devices by involving three different scenarios:
direct walk (i.e., a straight line towards the devices), circle
walk (i.e., around the devices with varying radii) and random
walk (i.e., zig-zag walk, back-and-forth walk and run, etc).
Direct Walk (DW): We place the device at the center of
one wall in the room. Participants are asked to walk towards
the audio device from 1m to 3.5m. We calculate the mean
speed error in Fig. 10 and detection rate in Fig. 13. Our results
demonstrate that ASE can estimate speeds reliably up to a
distance of 3.5 m, with an average speed error of 0.08 m/s.
When the object is close, the mean speed error is 0.016 m/s,
which increases to 0.14m/s at 3.5m. Our system achieved an
average detection rate of 99.0% in the case of direct walking,
with a slight degradation to 95.0% at a distance of 3.5m.
Circle Walk (CW): We conduct experiments in a circle-
walk scenario. Participants were instructed to walk around
the device at varying radii between 0.5m and 2m. The mean
error and detection rate are depicted in Fig. 11 and Fig. 13
respectively. While DFS often struggles to estimate speed on

a circular path, ASE achieves a mean speed error of 0.13m/s
within 1 meter, 2 times lower than that of DFS.
Random Walk (RW): We comprehensively evaluate the
performance of ASE in random walk scenarios. To do so, we
let participants move freely within the experimental room,
and summarize the results in Fig. 12 and Fig. 13. As seen, our
approach achieved an average detection rate of 98.8%, with a
perfect detection rate of 100% within 3m. The total average
mean error is 0.13m/s, which lowers to 0.08m/s when partic-
ipants are walking within a shorter range. We also portray
the CDF in Fig. 14, which shows a 90%-tile error of less than
0.2m/s. The results demonstrate ASE’s robust performance
in realistic environments for practical applications.
2D vs 3D model: We evaluate both 2D and 3D models in
different scenarios, as illustrated in Fig. 10, Fig. 11 and Fig.
12. The 3D model shows a lower mean speed error of 2.2
cm/s in circle walk scenarios compared to the 2D model. In
random walk scenarios, the 3D model is more effective at
longer distances. This evaluation underscores the feasibility
of both models and their applicability to different scenarios.

6.2 Comparative Study
We compare ASE with three baselines: 1) SwiftTrack [88]:
An acoustic speed algorithm for practical fast motion track-
ing, 2) DFS: A widely used method, implemented based on
CAT [38], and 3) VeCare [87]: A recent work of statisitical
acoustic sensing framework for child presence detection. The
former two are DFS-based speed estimation approaches. For
a fair comparison, we transmit modulated Zadoff-Chu (ZC)
signals as in [88] with the same frame length, i.e., 10ms. We
use unmixed CSI and extracted the frequency shift peak in
the DFS spectrum for Doppler. We compare baselines under

9



Under Review, 2024 ASE

Figure 17: Impact of different directing angles
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scenarios in §6.1, and also test the Non-Line-of-Sight (NLoS)
condition. We apply the same settings as VeCare.
DifferentWalk Means: Fig. 10, Fig. 11, and Fig. 12 compare
the performance for direct walk, circle walk, and random
walk, respectively. While ASE achieves a median error of
0.08m/s in direct walking, SwiftTrack and Doppler yield er-
rors of 0.26m/s and 0.30m/s, respectively. Moreover, ASE
significantly surpasses SwiftTrack and Doppler by 68.9% and
101% for circle walk and by 176.7% and 146.2% for random
walk. We further depict the CDF of ASE against Doppler in
Fig. 15. It shows DFS exhibits poor performance in circle
walk while ASE retains consistent performance across vari-
ous walking means. It is plausible for worse performance of
SwiftTrack against Doppler in random walk, given its speed
estimation algorithm is tailored for gesture tracking.
Sensing Distance: A unique advantage of ASE is the en-
larged sensing coverage, and we verify this by evaluation
over different distances, as illustrated in Fig. 10, Fig. 11 and
Fig. 12. While the error generally increases with respect to
distances for all the methods, ASE consistently outperforms
the baseline methods at all distances, with more significant
performance gains at larger distances. As shown in Fig. 10,
ASE achieves mean speed error less than 0.15m/s at 3.5 m,
while SwiftTrack and Doppler soar to 0.42m/s and 0.43m/s,
respectively. Overall, both SwiftTrack and Doppler degrade
significantly beyond the distance of 1.5m. ASE obtains supe-
rior performance because our model leverages all multipath
signals, which gets more observations across the room and
expands the range to accommodate room-scale sensing.
LoS vs. NLoS:We assess our system in NLoS settings with
obstructions like a metal panel or a paper bag in front of
the speaker and microphone. Despite sound’s known vul-
nerability to absorption [60], ASE remains effective in NLoS
scenarios, exhibiting an average error rate of 0.13m/s and a
standard deviation of merely 0.003m/s, as illustrated in Fig.
16. In contrast, the performance of SwiftTrack drops by 14.4%
and 11.2% under metal and paper obstructions, respectively.
We benefit from the effective use of multipath reflections,
which is particularly helpful in NLoS scenarios.

Comparison with VeCare: VeCare includes a statistical
framework for presence detection, which mentions speed
components. We implement the algorithm and evaluate in
three scenarios. As shown in Fig. 10, Fig. 11 and Fig. 12, the
performance of VeCare is much worse than our ASE. Notably,
the performance of ASE is 149.9% better than VeCare in
random walk scenarios. VeCare, which extrapolates Wi-Fi
sensing methods without comprehensive modeling, is not
targeted for speed estimation and does not include specific
designs. These results highlight the novelty and superiority
of our speed estimation techniques and theoretical model.

6.3 Benchmark Study
We present a micro-benchmark study of ASE in this section.
Different Orientations:We evaluate the impact of different
walking orientations at various angles with respect to the
audio devices. We evaluate different angles, from 0◦ to 180◦
with an increase of 30◦, where 90◦ is defined as facing directly
towards the device. As illustrated in Fig. 17, the smallest
speed error is observed at 90◦. The errors increase as the
orientation shifts away from 90◦ towards both sides, yet are
still acceptable even when at 0◦ or 180◦.
Sound Level:We modulate the transmission signal to the
inaudible band to minimize interference with human hearing
for daily use as detailed in Sec. 5, rendering the sound nearly
inaudible. To evaluate the impact of different sound levels,
we transmit signals at sound pressure levels of 33.4dB, 35.3dB,
36.7dB, 38.2dB, and 41.7dB, respectively. As shown in Fig.
21, the results indicate that the mean speed error decreases
as the sound volume increases, as does the detection rate.
Notably, our system’s maximum sound pressure of 41.7dB
is significantly lower than most previous acoustic sensing
studies [40, 64, 85, 87]. Despite the sound leakage problem
on commodity devices [33], the sound noise of our system
can be fairly neglected in commonly used settings.
Amplitude of Kasami Sequence: Besides volume of the de-
vice, the sound power is also determined by the amplitude of
the original sequence. We hereby experiment with different
amplitudes, shown in Fig. 22. This is not the final amplitude
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Figure 20: Impact of differ-
ent interference sources
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Figure 21: Impact of differ-
ent sound volume level
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Figure 22: Impact of ampli-
tudes of original sequence
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Figure 23: Performance for
different users

of the transmitted signal, as it must go through band modula-
tion and PCM before transmission. As seen, the performance
decreases first and then increases as amplitudes increase, and
an amplitude of 2.5 strikes the best for both speed accuracy
and detection rate. Amplitudes smaller than 2.5 will result
in low sound power and thus large errors, while overlarge
amplitudes will lead to distortions of the signal [33] due to
the hardware limitation. In our case, sounds with amplitudes
larger than 2.5 would be clipped off. Hence, we choose 2.5
as the amplitude of the original PN sequence.
Interferences:We also conduct experiments to evaluate the
performance under different interference sources. We choose
common sources of interference in indoor environments,
including music, rain, TV broadcasting, baby crying, and
human talking, illustrated in Fig. 20. This indicates that our
system is robust to noise and interference, and can accurately
estimate the speed even in the presence of interference.
Sequence Lengths:We then study the influence of differ-
ent sequence lengths 𝑁𝑠 . As discussed above, the sequence
length impacts the sensing coverage and CSI rate. When
the sequence length is reduced, the CSI rate would increase,
but the sensing coverage would diminish simultaneously.
To investigate it, we conduct experiments using sequence
lengths of 512 and 256 and mainly examine the detection
rate to study the coverage. As shown in Fig. 18, using both
lengths achieves great performance for small coverage, e.g.,
within 1.5 m. However, the detection rate for the sequence
length of 256 drops significantly at larger distances of 2m
and 2.5m. Particularly, at a distance of 2.5m, the detection
rate drops to 63.6% for 𝑁𝑠 = 256 while the rate still remains
at 99% for 𝑁𝑠 = 512. ASE defaults to 𝑁𝑠 = 512 to strike a
balance between sensing coverage and CSI rate.
CSI Rate: We now study how CSI rates will impact the per-
formance for different speeds. To control the moving speed,
we use a programmable rail track with a plate on it. We test
with speeds of 0.3m/s to 1.6m/s, and compare the perfor-
mance with a CSI rate of 94 Hz and 188 Hz, respectively. We
apply OTDM scheme to achieve the CSI rate of 188 Hz. As
shown in Fig. 19, a low CSI rate cannot measure large speeds
and will produce large errors. The mean errors for speeds
of 0.6m/s and 0.8m/s with a CSI rate of 94Hz are 0.18m/s
and 0.44m/s, respectively. Comparatively, the corresponding

errors with that of 188Hz are 0.055m/s and 0.066m/s, respec-
tively. Notably, our systemmaintains a relatively low average
error of 0.11m/s even at 1.6m/s. Overall, the results clearly
demonstrate the need for a sufficient CSI rate for speed esti-
mation and justify the effectiveness of the proposed OTDM
scheme. In ASE, we can hold speed up to 1.6m/s using single-
speaker, adequate for capturing indoor walk speed.
Different Subcarrier Combining Weight:We test differ-
ent subcarrier combing weight method. Our results show
using prominence as the weight leads to a mean speed error
of 0.13m/s, whereas MS results in an error of 0.19m/s. Be-
sides, we compare different weight decaying algorithms. We
observe a 15% decrease in mean speed error when applying
sigmoid weight decay. These results confirm the effective-
ness of our subcarrier combination weight in ASE.
Different Location: To test ASE in different environments,
we perform experiment in different locations, including a
conference room and an office. The experiment subject is
walking randomly within 4m range. We have achieved 100%
and 97.13% detection rate in these scenarios. Therefore, our
system can adapt to different indoor environments.
Different Users: We also examine how ASE performs for
different users. We recruit four volunteers and let them walk
freely with varying speeds, orientations, and trajectories.
The results are shown in Fig. 23, which shows a mean error
of 0.12m/s and an average detection rate of 97.4%, with only
marginal differences among different users.
SystemOverhead:Wemainly employ MacBook 2021 to run
the experiments. Our statistical algorithms are lightweight,
with an average latency of 2.32s over 40s acoustic data. The
channel estimation takes 0.20s on average and the weight
decay and combination accounts for 0.41s.

6.4 Case Study
We present three case studies to showcase various ASE-
enabled applications.
Human Activity Recognition: Speed profiles act as the
core of human activity recognition [19, 45, 51, 55, 79]. As
shown in Fig. 24, the speed profiles (the dashed lines) gen-
erated by ASE can effectively distinguish different daily ac-
tivities such as standing up, sitting down, and picking up
objects. For instance, the speed profile of standing up shows
a slower increase compared to sitting down. Picking up an
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object, however, forms a ’valley’ in the profile, reflecting the
bending and rising motion. Fig. 25 provides an example of
recognizing different activities through continuous monitor-
ing. We keep it as a future direction to recognize different
activities with ASE deployed on commodity smart speakers.
Fall Detection: Fall detection is a vital yet challenging task.
Passive speed estimation provides an effective way to detect
falls [26, 29, 37, 90], mainly because falls induce a distinct
speed pattern compared to normal daily activities. As shown
in Fig. 24 and Fig. 25, a fall induces an unique pattern in the
ACF matrix. The speed changes rapidly from a lower rate to a
significantly higher rate within a brief period, yielding a large
instantaneous acceleration. Following speed suggests further
movement on the ground, before eventually decreasing to
zero. Based on these observations, we employ deep learning
for proof-of-concept fall detection. As the ACF matrix con-
tains speed information, we leverage pretrained MobileNet-
v2 [54] as the ACF matrix encoder to classify the fall events.
In total, we have 305 samples, with 175 representing fall
events. We achieve the F-1 score of 0.92, demonstrating the
effectiveness of ASE for feature extractions.
Gait Analysis: Gait analysis is important in healthcare, es-
pecially for patients with Parkinson’s disease [11, 17, 81].
Intuitively, the walking speeds estimated by ASE allow us
to perform gait analysis. As a proof-of-concept, we recog-
nize gait steps and cycles by detecting the peak in the speed
profile, as shown in Fig. 26. Our analysis of 10 traces reports
an average gait cycle time of 1.00s with a variance of 1.2ms,
demonstrating the potential of ASE for gait applications.

7 DISCUSSIONS
Multiple speed: ASE assumes the human body shares the
same speed 𝑣 forwalk speed estimation, which is also adopted
by many other works [35, 44, 88]. Eq. (12) suggests the po-
tential to decompose the ACFs to account for varying speeds,
which indicates an opportunity for future research to refine
speed estimation by considering multiple speed scenarios.
Multi-target Scenario: Current ASE is not designed for
multi-person scenarios. In most cases, indoor walking speed
downstream tasks, such as fall detection and gait monitoring,

involve single person. Audio devices enable the interaction in
real-time and alarm when abnormal conditions are detected.
Therefore, ASE can already foster many applications. Yet it is
also potential extend it to multi-person sensing in the future,
e.g., by separating multipath signals for different ranges.
Multiple Speakers: In ASE, we use OTDM with a single
speaker and two channels, offering practical room-scale sens-
ing. While this setup is common, OTDM can be extended to
multiple speakers with advanced modulation. Future work
can explore OTDM+OFDM design for higher CSI rates.

8 RELATEDWORKS
Acoustic Sensing: Acoustic sensing has been extensively
explored recently and realize multiple applications, including
indoor localization [22, 36, 39, 41], fine-grained gesture track-
ing [35, 38, 43, 58, 63, 70, 82, 83, 88], vital signs monitoring
[34, 48, 62, 64, 65, 68], silent speech enhancement [21, 57],
sound source localization [18, 56, 67], and communication
[15, 89]. VeCare [87] introduces statistical acoustic sensing
for presence detection, by extrapolating statistical WiFi sens-
ing. However, it neither constructs the comprehensive model
nor considers the fundamental differences between acoustic
and electromagnetic waves. Conversely, ASE integrates a
novel sound diffusion model with the acoustic channel for
speed estimation for the first time. Additionally, we propose
the first-of-its-kind OTDM design to increase the CSI rate,
enabling the high speed estimation with robust performance.
Speed Estimation: Speed is vital information in human
sensing, and has been exploited in various applications like
fall detection [28, 37, 46, 71], interactive games [50], gait
monitoring [61, 74, 81], and localization [41, 49]. Speed esti-
mation, however, is a challenging and enduring task. Camera-
based approach, such as VICON [10], requires professional
device and specialized calibration, which cannot be used in
ubiquitous settings. In wireless sensing, speed is generally
derived using DFS, regardless of Wi-Fi [49, 59, 78], acoustic
[38, 38, 56, 58, 67, 84, 88], or mmWave radar [12, 76] signals.
Despite the advances in statistical wireless sensing [74, 86],
sound waves and EM waves differ in nature, and acoustic
speed estimation incurs different challenges. We build the
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acoustic diffusion speed estimation model plus OTDM de-
sign, a new way of acoustic speed estimation.

9 CONCLUSIONS
In this paper, we present ASE, a system for acoustic speed
estimation. We propose a novel OTDM scheme to achieve a
higher CSI rate for speed estimation. Inspired by the sound
diffusion field, we establish a comprehensive theoretical
model that enables full speed estimation from the spatial
correlation of sounds. We extensively evaluate ASE on com-
modity devices, which achieves an average accuracy of 13
cm/s for normal walking speed estimation. Overall, the pro-
posed ASE goes beyond the DFS-based paradigm and can
open up new directions in acoustic sensing.
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